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We employed intrinsic signal optical imaging (ISOI) to investigate orientation sensitivity bias in the visual cortex of young mice. 
Optical signals were recorded in response to the moving light gratings stimulating ipsi-, contra- and binocular eye inputs. ISOI 
allowed visualization of cortical areas activated by gratings of specific orientation and temporal changes of light scatter during visual 
stimulation. These results confirmed ISOI as a reliable technique for imaging the activity of large populations of neurons in the mouse 
visual cortex. Our results revealed that the contralateral ocular input activated a larger area of the primary visual cortex than the 
ipsilateral input, and caused the highest response amplitudes of light scatter signals to all ocular inputs. Horizontal gratings moved in 
vertical orientation induced the most significant changes in light scatter when presented contralaterally and binocularly, surpassing 
stimulations by vertical or oblique gratings. These observations suggest dedicated integration mechanisms for the combined inputs 
from both eyes. We also explored the relationship between point luminance change (PLC) of grating stimuli and ISOI time courses 
under various orientations of movements of the gratings and ocular inputs, finding higher cross-correlation values for cardinal 
orientations and ipsilateral inputs. These findings suggested specific activation of different neuronal assemblies within the mouse’s 
primary visual cortex by grating stimuli of the corresponding orientation. However, further investigations are needed to examine this 
summation hypothesis. Our study highlights the potential of optical imaging as a valuable tool for exploring functional-anatomical 
relationships in the mouse visual system.

Key words: mouse, visual cortex, orientation preference, cardinal bias, intrinsic signal optical imaging, visual evoked activation, 
oscillations

INTRODUCTION

The compiling of results from the various techniques 
of brain activity imaging (Hillman, 2007) has contribut-
ed to the understanding of the functional organization 
of the normal and malfunctioning cortex (Zepeda et 
al., 2004). Some of these techniques, such as two-pho-

ton imaging microscopy, calcium imaging or in vivo 
recording of electrical activity, have very good spatial 
and/or temporal resolution, but it could be challenging 
to use them for long-term observations lasting weeks 
or months. In addition, two-photon imaging and calci-
um imaging allow us to observe areas from 100-500 µm2 
(two-photon) to a few millimeters (calcium), which are 
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much smaller than the areas imaged with intrinsic sig-
nal optical imaging (ISOI). Thus, these higher resolution 
methods allow us to delineate the extent of receptive 
fields of a single sensory cells and/or their function-
al assemblies, instead of the whole sensory projection 
area activated by its visual input and recorded by ISOI 
(Crowe & Ellis-Davies, 2014; Zepeda et al., 2004).

However, many studies have demonstrated that in-
teractions and neuronal synchrony between all acti-
vated cortical regions are the basis for understanding 
the mechanisms of complex, long-lasting behavioral 
tasks (Jones & Barth, 1999; Rector et al., 2009; Jaramillo 
and Zador, 2014; Zhang et al., 2015; Chen et al., 2013). 
ISOI meets these requirements by allowing imaging of 
activation within the entire exposed cortical region 
with a spatial resolution of 50 – 100 µm (Grinvald et al., 
1986; Lu et al., 2017; Ibbotson & Jung, 2020) and a tem-
poral resolution of 100 ms (Frostig et al., 1990; Morone 
et al., 2017).

ISOI is also relatively non-invasive to rodents and 
easy to use in longitudinal studies and repetitive test-
ing. At the same time, the ISOI signals closely corre-
spond to activity measured by electrophysiological 
techniques, as demonstrated in the frog retina (Yao, 
2009), barrel cortex (Rector et al., 2005), dorsal brain-
stem (Rector et al., 2001), and dorsal medulla of the rat 
(Rector et al., 1999), as well as in the visual cortex of 
cats and monkeys (Frostig et al., 1990).

The optical imaging of intrinsic activity is based 
on the spectral properties of hemoglobin, which ab-
sorbs more light when oxygenated and is therefore as-
sumed to reflect increased neuronal activity (similar 
to near-infrared spectroscopy. Using a complementary 
metal-oxide-semiconductor (CMOS) camera as a photo-
detector array, this method measures light scatter (op-
tical signal) that is proportional to the amount of oxy-
genated blood (intrinsic signal) (Fig. 1A–G and Fig. 2A) 
and thus related to neuronal activity (Raichle et al., 
1976; Malonek & Grinvald, 1996; Frostig et al., 2006; 
Frostig & Chen-Bee, 2009).

Changes in light scatter related to neuronal activ-
ity are small, on the order of 1% of the measured sig-
nal amplitude (Morone et al., 2017). The absorption of 
oxygenated hemoglobin has two maxima, the first at 
570 nm and the second at 605 nm. Interestingly, wave-
lengths below 550 nm can be used to visualize the mesh 
of blood vessels (Grinvald et al., 1986; Frostig et al., 
1990). Therefore, in our setup, we used two separate 
wavelength filters to record changes in intrinsic optical 
properties of neural tissues, in particular light reflec-
tion, due to neuronal activity (605 nm – orange light) 
and blood vessels with oxygenated and deoxygenated 
blood (546 nm – “greenish” light) (Fig. 1A-C) (Frostig et 
al., 1990; Zepeda et al., 2004).

The ISOI method has already been used to study the 
activation of primary sensory cortical areas (Grinvald et 
al., 1999; Zepeda et al., 2004) and provided insights into 
the functional architecture of the visual cortex in mon-
keys, barrel cortex in rats (Sintsov et al., 2017), orienta-
tion columns in cats (Grinvald et al., 1986), and putative 
retinotopic organization in mice and cats (Schuett et 
al., 2002; Kalatsky & Stryker, 2003). However, it remains 
to be seen whether ISOI could be useful in studying cor-
tical functionalities that are not represented by explicit 
cortical organization. For example, no specific, struc-
tural organization was confirmed to be responsible for 
the orientation-sensitive responses to visual stimuli in 
the mouse primary visual cortex (V1) (Hübener, 2003; 
Ohki & Reid, 2007; Gonzalo Cogno & Mato, 2015). The 
orientation-selective neurons are assumed to be ran-
domly distributed over the whole V1 area (and referred 
to as “salt and pepper” structural organization) (Sohya 
et al., 2007; Niell & Stryker, 2008; Wang et al., 2010; Gon-
zalo Cogno & Mato, 2015). They constitute a large pro-
portion of the cells in V1, ranging from 18% (Yoshida et 
al., 2012) to 39% (Bhaumik & Shah, 2014). Interesting-
ly, Fahey and colleagues (2019), using a new technique 
for wide-field two-photon calcium imaging for collect-
ing nearly the complete population of the cells’ tuning 
preferences, argued for orientation bias around a single 
pinwheel centered in V1 of the mouse.

Until now, two-photon imaging and electrophysiol-
ogy have been the most common in vivo strategies used 
to study orientation selectivity in mouse V1. These 
methods have revealed that the cortical visual areas 
activated binocularly by gratings of different orienta-
tions (moving orthogonally to the stimulus pattern) 
differ in size. For example, a study using sinusoidal 
grating moving back and forth with two-photon imag-
ing (Yoshida et al., 2012) showed that the size of the 
activated cortical area was approximately two times 
larger during stimulation with horizontal (0/180°) 
than orthogonally oriented (90/270°) movements, de-
spite similar densities of neurons that are sensitive to 
both orientations. Similarly, vertically oriented grat-
ings presented binocularly evoked the largest visual 
cortical potentials (VEPs) in response to the horizon-
tal direction of movements (Frenkel et al., 2006; Niell 
& Stryker, 2008).

In line with those results, single neurons sensitive 
to cardinal orientations in the mouse contralateral V1 
showed a response twice as strong compared to neu-
rons responding to oblique orientations of the moving 
gratings, as measured with two-photon imaging (Roth 
et al., 2012; Fahey et al., 2019), and similarly, the fre-
quency of their spontaneous activity was twice as high 
(Wang et al., 2010). Interestingly, at the same time, ori-
entation-sensitive neurons in the ipsilateral visual cor-
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tex responded better to oblique gratings than those in 
contralateral V1 (Wang et al., 2010).

Previous experiments investigating the orienta-
tion preference of rodents using both behavioral and 
physiological methods have employed binocular visual 
stimulation. However, recent studies have shown that 
orientation sensitivity is also influenced by the ocular 
input. In binocular cells, the responses to contralater-
al eye stimulation are more orientation-selective than 
ipsilateral responses and strongly biased towards the 
cardinal orientations (Salinas et al., 2017). Wang and 
colleagues (2010) found that in young animals, binoc-
ular cells exhibit stronger responses to contra- and 
ipsilateral eye stimulation with cardinally orientat-
ed movements of gratings. Similarly, Salinas and col-
leagues (2017) observed a preference in binocular cells 
for cardinally oriented movements of gratings, but 
only for spatial frequencies higher than 0.24 cpd, while 
no preference was observed for ipsilateral input.

Most of the research on orientation tuning using 
the ISOI method in mice has focused on characterizing 
the cortical areas activated by visual stimulation while 
disregarding their temporal development and depen-
dence on the type of peripheral inputs (Chapman et al., 
1996; Rao et al., 1997; Kalatsky & Stryker, 2003; Cang et 
al., 2005; Yoshida et al., 2012; Pielecka-Fortuna et al., 
2015). Therefore, a comprehensive understanding of 
the cortical origin of orientation sensitivity and its oc-
ular determinants remains incomplete. It is important 
to investigate the possible interactions between differ-
ent ocular components in the mechanism of orienta-
tion sensitivity, even though mice have laterally facing 
eyes (Ibbotson & Jung, 2020) and their cortical respons-
es are dominated by the contralateral ocular input (Sa-
linas et al., 2017; Scholl et al., 2017).

To find the basics of cortical orientation sensitivi-
ty, we analyzed in detail the dynamics of the intrinsic 
optical signal evoked in the right V1 by sinusoidal grat-
ings moving in one direction perpendicularly to eight 
different orientations, i.e., 0°, 45°, 90°, 135°, 180°, 225°, 
270°, 315° and presented via different ocular inputs 
(binocular, contralateral, and ipsilateral) for young 
mice (3-5 postnatal weeks) in which the visual cortex 
was already fully developed (Rochefort et al., 2011; 
Yoshida et al., 2012).

METHODS

Ethical approval

The experimental methods were performed in com-
pliance with the guidelines provided by the Polish 
Academy of Sciences and carried out with the permis-

sion of the Local Ethical Commission No.1 in Warsaw 
(647/2014) and the European Community Council Di-
rective (2010/63/UE).

Animals 

C57BJ/6 male mice (n=9) aged 21-35 postnatal days 
(3-5 weeks) were used in this study. The mice were 
housed in groups of 4 or 5 and subjected to a reversed 
12/12-hour light cycle. They had no prior history of 
participation in research studies. We employed male 
mice in the current study, as our laboratory tradition-
ally utilizes male specimens for experimental proce-
dures. This choice is based on the ready availability of 
male mice and allows for consistent comparisons of re-
sults within our research.

Surgical preparation

The animals were anesthetized in a chamber con-
taining atmospheric air mixed with isoflurane (2-2.5%). 
Isoflurane remains a viable choice for ISOI studies (Con-
stantinides et al., 2011; Yang et al., 2014). Most of the 
published research and our observations have high-
lighted the critical role of anesthetic concentration 
of isoflurane in achieving reliable and meaningful re-
sults. In general, maintaining a low concentration in 
the bloodstream produces stable hemodynamics and 
glucose metabolism with minimal impact on neural ac-
tivity. Conversely, excessively high concentrations can 
compromise hemodynamics and make it impossible to 
obtain the correct ISOI signal. In our experiments, we 
consistently aimed to keep the isoflurane concentration 
as low as possible while ensuring adequate anesthesia.

 When anesthesia had reached sufficient depth (the 
mouse did not react to tongue pulling), the animal was 
placed on a custom-made frame with ear bars holding 
its head with conical tips covered with 5% Lidocaine. 
During the surgical procedure, mouse anesthesia was 
maintained with 1.5-2% isoflurane mixed with oxygen 
via a gas mask placed on the nose (Fig. 1J). The ani-
mal’s temperature was monitored and maintained with 
a heating pad at 36.5°C. The eyes were covered with 
a gel containing carbomer (2 mg/g) and then covered 
with opaque cotton pads to protect them from harsh 
light during the surgery. The pads were removed before 
the ISOI procedure.

The following substances were administered sub-
cutaneously: Atropinum Sulfuricum (0.05 mg/kg b.w.), 
antibiotic 2.5% Baytril (5 mg/kg), and Dexamethasone 
(0.2 ml/kg b.w.). To anesthetize the tissue on the scalp, 
2% Lidocaine (0.5 µl) was injected locally. The head skin 
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was cut, and the exposed skull was cleaned with saline 
and dried. As the mouse’s skull is naturally highly trans-
parent, it was not necessary to thin it, and the exposed 
bone was covered with agarose (solution of 114 mg aga-
rose in 5 ml of NaCl) to maintain this transparency. This 
was placed on the scalp over the anatomical representa-
tion of the right visual field, covered with a 4 mm2 glass 
coverslip, and protected with Vaseline to prevent dry-
ing out, following the protocol of Kalatsky and Stryker 
(2003) and Yoshida and colleagues (2012) (Fig. 1H). The 
level of isoflurane and exhaled gases (O2 and CO2) admin-
istered was monitored using a Datex Ohmeda Capnomac 
Ultima CO2 Monitor, and an additional dose of isoflurane 
(20% of the initial dose) was given if needed. Fluids were 
administered subcutaneously using 0.9% NaCl solution 
and/or 5% glucose solution with 0.9% NaCl (2:1) in doses 
of 2 ml, every 2 hours alternately.

ISOI procedure and visual stimulation

The acute experiment was performed immediately 
after surgical preparation (no more than 20 minutes) 
in a darkened room, ensuring minimal auditory back-
ground noise. Intrinsic signals were recorded using 
a CMOS camera (Photon Focus MV1-D1312-160-CL-12), 
which has a maximum resolution of 1312 x 1082 pix-
els and uses a Nikkor 50 mm f/1.2 camera lenses with 
a pixel size of 8 x 8 µm. The camera was able to capture 
images of 3-4 mm2 of the cortical surface. To illuminate 
the surface of the cortex, a 12V HAL lamp with an inte-
grated thermal filter (KG1) was used, which was illumi-
nated with two optical fibers and focusing lenses. The 
light then passed through the glass and agarose layers 
and the semi-transparent skull (Fig. 1D, H).

First, the area of interest was illuminated with 
a green light (546 nm) to capture an image of blood 
vessels in the skull and cortex. Based on this image, 
the position of the CMOS camera over the visual cor-
tex area was set. Blood vessels visible in the green light 
were used as specific “signposts” (Fig. 1B, 1E, 1G).

Next, the focus of the camera was set to 450 µm 
below the cortical surface, covering the layers rang-
ing from I to V, and the light was changed to orange 
(605 nm) to allow recording of the intrinsic signals in 
response to visual stimulus presentation (Fig. 1C, 1F, 
1G). When imaging the brain, the CMOS camera records 
the reflected light as raw pixel intensity values, which 
are a digital representation of an analog signal convert-
ed by a digital-analog converter (DAC) (Fig. 2A). The 
pre-processing of the analog signal was determined by 
the implementation of the analog to digital software 
used for control of the Optical Imager 3001 system (Op-
tical Imaging Inc., Rehovot, Israel).

The Optical Imager 3001 system (Optical Imaging 
Inc., Rehovot, Israel) (Heimel et al., 2007; Yoshida et al., 
2012) controlled the CMOS camera and data recording. 
The ViSaGe MKII Stimulus Generator (Cambridge Re-
search Systems, Rochester, UK) controlled the presen-
tation of the visual stimuli, while a custom-written C# 
desktop application was responsible for defining their 
characteristics. All three components (the application, 
ViSaGe, and the Optical Imager) were interconnected 
and cooperated.

A NEC MultiSync FP2141SB CRT monitor with a res-
olution of 1024 x 768 pixels and a refresh rate of 120 Hz 
was placed 25 cm in front of the mouse (Fig. 1I). For 
monocular stimulations, the screen was moved by ap-
proximately 20° from the orthogonal axis while pre-
serving the distance.

The visual stimuli consisted of black-and-white 
gratings of sinusoidal luminosity displayed on the 
whole screen and moving in one direction perpendicu-
larly to eight different orientations: 0° moved from top 
to bottom, 45° from top left corner to bottom right cor-
ner, 90° from left to right, 135° from bottom left corner 
to top right corner, 180° from bottom to top, 225° from 
bottom right corner to top left corner, 270° from left to 
right, 315° from top right corner to bottom left corner 
(see Supplementary Fig. 1). Visual gratings had a spa-
tial frequency of 0.05 cpd and a temporal frequency of 
approximately 1 Hz.

Additionally, homogeneous grey screens, referred 
to as ‘blanks’, with an average luminance between the 
black and white stripes of the grating, served as ‘con-
trol’ stimuli (Fig. 2D; blank I and blank II). Each trial 
lasted 9 seconds (Fig. 2C) and started with a blank pre-
sentation for 1 second (from time 0 to 1 s – blank I; 
Fig. 2D), followed by one of six randomly chosen stim-
uli (moving gratings of four different orientations and 
two blanks) lasting for 7 seconds (time 1-7 s). The trial 
ended with a repetition of the blank for 1 second (time 
between 8 and 9 s – blank II; Fig. 2D). The consecutive 
trials were separated by a 6-second presentation of an-
other period of a blank screen during which the CMOS 
camera and HAL lamp illuminating the brain area with 
dual fiber optics were turned off. Six consecutive tri-
als, each containing responses to one of the full sets 
of visual stimuli, formed a ‘sub-block’ (Fig. 2D), and 16 
sub-blocks formed one ‘block’. Each block was repeated 
for each ocular input, i.e., contralateral (left eye open, 
right eye covered with a light-proof slice), binocular 
(both eyes open), and ipsilateral (right eye open, left 
eye covered with a light-proof slice) (Fig. 2B, D), with 
a random order of the chosen ocular input. The optical 
imaging system recorded data (2D matrices of the light 
scatter values) with a sampling rate of 10 Hz (10 frames 
per second).

4 Acta Neurobiol Exp 2024, 84: 1–25



Orientation sensitivity in the mouse visual cortexActa Neurobiol Exp 2024, 84

To investigate the time profile of PLC at the screen 
monitor during the movement of grating stimuli, we 
recorded signals from a photodiode placed at the cen-
ter of the CRT using CED Spike 2 software (Cambridge 
Electronic Design, UK) with a signal sampling rate of 
1000 Hz. Subsequently, we compared the PLCs with 
the time courses of matching optical signals through 
cross-correlation and phase shift calculations.

Data analysis 

Data pre-processing and intrinsic signal time course generation

Offline data processing and analysis were conducted 
in MATLAB (MathWorks, Natick, MA) using the Optim-
age 1.1.7 toolbox (by Thomas Deneux, Unit of Neurosci-
ence Information and Complexity, France). Fiji ImageJ 
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Fig.  1. Experimental setup for in vivo recording of stimulus-evoked intrinsic optical signal from the visual cortex. A. Light absorption spectra of 
non-oxygenated (HbR) and oxygenated hemoglobin (HbO2) (Frostig et al., 1990). B. “Greenish” light (546 nm) was used to map blood vessels. C. Orange 
light (605 nm) was used to visualize cortical activity (hemoglobin oxygenation in the activated area). D. Left: simplified outline of the visual pathways of the 
mouse. Right: view of the right visual cortical area with brain surface and blood vessels. A white square delineates the area chosen for recording. E. Area 
of interest as seen by CMOS camera using 546 nm filter – dark ribbons represent cortical blood vessels. The camera was focused on blood vessels on 
the cortical surface. F. Area of interest as seen by CMOS camera when using a 605 nm filter – the darker the color, the higher the level of light scattering 
(absorption) and oxygenation of the hemoglobin in the blood (stronger neuronal activation). The camera was focused 450 µm below the cortical surface. 
The grey scale bar represents the light scatter change ∆F/F. G. Overlay of images shown in E and F. Images D, E, F, and G were taken from the same mouse. 
H. Cross section illustrates the scheme of the surgical preparation for the animal to the experiment. The skull (black) was unveiled above the right visual 
cortex (red). A layer of agarose (yellow) was applied to the skull and covered by a microscope glass (blue). Light exposures and recordings were conducted 
through all of the described layers. I. For binocular stimulation (field of view: vertical 61°, horizontal 77°), the distance between the animal nose placed 
perpendicularly to the CRT monitor was 25 cm. For monocular stimulations (contra- or ipsi), the screen was turned by 20° from the orthogonal axis with 
a preserved distance of 25 cm to the studied eye. J. The animal was anesthetized with 1.5-2% isoflurane mixed with air and placed on a custom-made 
frame, and immobilized with ear bars. The CMOS camera was set above the right visual cortex. The light passed a protective heat (infrared) filter and 
a 605 nm band-pass filter before being guided by a fiber optic to illuminate the cortex. Data collection and stimulus delivery were controlled by computers 
(not shown) controlled. See Methods for details.
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(Schindelin et al., 2012) was also utilized, along with 
the triangular thresholding (Zack et al., 1977) and the 
JaCoP plugins (Bolte & Cordelières, 2006) for colocaliza-
tion analysis. Custom Python scripts were developed to 
perform specific tasks related to data pre-processing, 
analysis, visualization, and statistical analysis. These 
tasks included comparing point luminance changes 

with intrinsic signal time courses for sinusoidal grat-
ings of varied orientations and ocular input, assessing 
spectral characteristics of stimulus-induced changes of 
light scatter, and analyzing electrooculographic (EOG) 
signals recorded during anesthesia.

As described in section 2.4 (ISOI Procedure and Vi-
sual Stimulation), we recorded changes in light scat-
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Fig. 2. Intrinsic signal optical imaging (ISOI) data pipeline used in the experiment. A. Scheme of the recording of the intrinsic signals. From the bottom: the 
cortical surface of the region of interest (ROI) imaged during the experiment. CMOS camera sensor (photodetector) detects changes in the light scatter 
across the cortical ROI (the difference between light emitted (LE) by the optic fiber and the intensity of the light reflected to the camera sensor, LR) and 
converts the detected light into a current (flow of the electrons e-). The current flow (electrons accumulation proportional to the LR) from within a cortical 
area of interest is converted by a digital-analog converter (DAC) into a brightness value of a single pixel being a part of a 1312 x 1082-pixel two-dimensional 
matrix saved on a computer’s hard drive. Irradiation of the cortex to create one matrix lasted 1 s. The most upper stock: during 9 s of registration for 
a single trial (B, C), 90 2D matrices are collected with a sampling frequency of 10 Hz (for simplicity, only one 2D matrix is shown for 1 s of registration, 
i.e., 10 in total). B. The consecutive rows show dynamics of the cortical activation patterns in the right visual cortex evoked by visual stimulation for three 
different ocular inputs, i.e., contralateral (left eye open, right eye closed), binocular (both eyes open), ipsilateral (right eye open, left eye closed). The grey 
scale bar represents the change in light scatter ∆F/F. C. The sequence of visual stimulation in an exemplary trial with moving grating of vertical orientation. 
The trial lasts 9 s and consists of the presentation of the homogenous grey screen (0-1 s), the presentation of the sinusoidal grating of a given orientation 
and its movement in a specific direction (1-8 s), repetition of the presentation of the homogenous grey screen (8-9 s; 9 s in total). D. During the experiment, 
trials are organized in the following manner: six trials per 1 sub-block, 16 sub-blocks per 1 block, and blocks are repeated as many times as possible. One 
sub-block consists of 6 trials, with 4 being devoted to visual stimulation in the form of a sinusoidal grating in a specific orientation and moved in a specific 
direction, while the remaining two are devoted to the presentation of so-called “blanks” (I and II), which consisted only of a homogenous grey screen. 
Trials within sub-blocks are shuffled. Additionally, between each trial, a 6 s break is presented, which contains a homogenous grey screen as a “visual 
stimulus”. E. The image of cortical activation patterns transformed into artificial colors with superimposed temporal profiles of stimulus-evoked signals 
(which correspond to appropriate pixels at the spatial matrix) of cortical activation registered during 9 seconds of recording, including horizontal grating 
stimulation via the ipsilateral eye. The averaged signal values from all pixels within the ROI (red line) were used to build up the temporal profile, as for 
Fig. 2F. After the recordings, we selected the ROI for each condition of the visual stimulation, which consisted of the area for which the brightness values 
were 10% below the maximum value (darker color à higher light scatter à stronger cortical activation). F. After averaging values of all pixels from the ROIs 
for a specific visual stimulation condition across 9 s of the recording, stimulus-evoked intrinsic signal time courses are calculated (solid black line). See 
Methods for details.



Orientation sensitivity in the mouse visual cortexActa Neurobiol Exp 2024, 84

ter as two-dimensional arrays of pixels (1312 × 1082) 
with values represented on a brightness scale (“heat 
maps”). Higher levels of light scatter (light absorp-
tion) were represented by lower values of brightness, 
resulting in visually darker colors in specific portions 
of the recorded V1 area (Fig. 2A-C). ISOI data were col-
lected throughout the entire 9-second trial, with ex-
periments organized as follows: 1 block consisting of 
16 sub-blocks, each containing 6 trials. Of these 6 tri-
als, four were devoted to presenting a visual stimulus 
of a given orientation, while the remaining two trials 
were dedicated to presenting two blank screens labeled 
I and II (Fig. 2D).

After recording one block for each visual stimulus 
orientation and each blank, we obtained 16 × 90 ma-
trices of light scatter data. The number of blocks we 
recorded depended on the animal’s condition during 
the experiment, ranging from 1 to 4 blocks per ocular 
input. However, we aimed to ensure that each data set 
for a single animal and a given ocular input consisted 
of at least 2 blocks of recording. Therefore, for each an-
imal and each ocular input, there could be 1-4 × 16 × 90 
matrices of light scatter data.

To analyze the experimental outputs, we averaged 
the light scatter data for a specific animal, ocular in-
put, block, and visual stimulus orientation (referred 
to as the “conditions”) along the first axis, resulting 
in 90 x 2D matrices. Next, to determine the region 
of interest (ROI) with the highest cortex activation 
during visual stimulation for a given condition, we 
averaged 70 matrices within a trial range of 2-9 s (ex-
cluding blanks) into a single 2D matrix and defined 
the ROI (Fig. 2E). We then extrapolated the defined 
ROI backwards to the individual matrices within the 
given condition.

Next, the data was normalized into trial matrices 
within the ROI by dividing them by the signal from 
within the 0-1 s time period of the trial (homogeneous 
grey screen) and by the averaged blanks I and II, using 
the following formula: 
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al stimulation represents the averaged values of light 
scatter changes recorded within 0-1 s of the trial with 
a uniform grey screen, and represents the values of 
light scatter changes recorded within 1-8 s of the av-
eraged blank trials I and II. We subtracted the signal 
generated during 0-1 s from that generated during 1-8 s 

to eliminate any systemic components of non-stimu-
lus-related signals. Dividing this difference by the sig-
nal during the blank stimulus recording was intended 
to further normalize the signal for stimulus-related 
neural responses. This method of signal normalization 
was used by Yoshida et al. (2012).

Finally, the resulting data, abbreviated as ∆F/F 
(relative light scatter change), were represented as 
a one-dimensional time course by averaging the values 
from within the ROI for each of the 90 matrices within 
a trial (as shown in Fig. 2F). Alternatively, data were 
represented as 2D matrices of values that represented 
cortical activation patterns (Fig. 2B, 2E).

Comparison of cortical activation patterns 

The averaged data of intrinsic responses were ex-
ported from MATLAB Toolbox OptImage 1.1.7 to an 
8-bit PNG heat map as a raster image file format (Fig. 3). 
A system of lossless compression of graphic data was 
used for each stimulus orientation in a sub-block. On 
the 8-bit PNG heat map, triangle thresholding was used 
to set a cut-off with brightness below 10% of the max-
imum value to create a so-called ‘binary map’ (black - 
activation, white - background/no activation, as delin-
eated in Fig. 2E by the red line and shown in Fig. 3B-iii). 
Pixels within the ROI were then counted (Fig. 3C, D). 
For each animal, we calculated the mean size of the ac-
tivated area in response to each presented stimulus and 
subjected the results to further statistical analysis.

Dynamics of stimulus-induced light scatter changes  
in time and space

The normalized data was exported from MATLAB 
Toolbox OptImage 1.1.7 for each data point of every 
stimulus orientation in a sub-block (Fig. 4). For each 
animal, we calculated the mean time course for each 
presented stimulus and subjected the results to further 
statistical analysis. We did not observe any significant 
differences in sizes of activated areas for different 
stimulus orientations or within the time courses for 
stimuli of the same spatial orientation but different 
directionality of movement (0° and 180°; 90° and 270°; 
45° and 225°; 135° and 315°). Therefore, we decided to 
average them together (0°/180° as 0°; 90°/270° as 90°; 
45°/225° as 45°; 135°/315° as 135°) for those animals for 
which we had presented orientations in both reciprocal 
directions (n=7; only n=2 mice were checked with visual 
stimuli of only 4 orientations / one direction 0°, 90°, 
45°, 135°). However, we did not use averaged data from 
the response recorded in these two mice when checked 
in one direction for further analyzing the oscillations 
of the optical signals.
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Measurements of PLCs and their comparisons with time  
courses of intrinsic signals for gratings of varied orientations 
and ocular input

To investigate PLC dynamics during the move-
ment of a sinusoidal grating, we recorded signals from 
a photodiode placed at the center of the monitor us-
ing CED Spike 2 software (Cambridge Electronic Design, 
UK). The signal sampling rate was set to 1000 Hz (1000 
frames per second) (see Supplementary Fig. 1), and we 
measured the change in luminance for sinusoidal grat-
ings moving in one direction along four orientations: 
0°, 45°, 90°, and 135°.

We compared the time courses of PLCs with those of 
matching stimulus-evoked intrinsic signals, using ad-
ditional cross-correlation and phase shift calculations. 
This allowed us to initially verify potential oscillations 
in the optical signal time courses that were dependent 
on the movement of the sinusoidal grating for specific 
stimulus orientations and given ocular input. For more 
details on how the optical signal time courses were cal-
culated, please refer to the section “Data pre-process-
ing and intrinsic signal time course generation”.

The cross-correlation coefficient between two sig-
nals X and Y, with a lag k, was defined as follows: 

 

 

We compared the time courses of PLCs with those of matching stimulus-evoked intrinsic signals, 

using additional cross-correlation and phase shift calculations. This allowed us to initially verify 

potential oscillations in the optical signal time courses that were dependent on the movement of 

the sinusoidal grating for specific stimulus orientations and given ocular input. For more details 

on how the optical signal time courses were calculated, please refer to the section “Data pre-

processing and intrinsic signal time course generation”. 

The cross-correlation coefficient between two signals X and Y, with a lag k, was defined as 

follows: 


*�, �+ () �
$
,� & �- ' �%,�- 

where � and � were the cross-correlated signals, � was the number of samples, and �% was the 

complex conjugate of �. The cross-correlation coefficient was then normalized and expressed in 

the range between -1 and 1. The lag between the two signals was expressed in seconds. The phase 

shift, represented in degrees, was defined as: 

∆� ( ���� ' �
�  

where � was the lag between two signals, and � was the wave period, defined as: 

� ( 1
����	���������	*��+ 

The pre-processing, analysis, and visualizations were performed using custom Python scripts. 

Spectral characteristics of stimulus-induced light scatter changes 

Given the clear pattern of PLC observed in response to the sinusoidal grating moving in one 

direction for a specific visual stimulus orientation, we investigated the possible spectral 

relationship between PLC and stimulus-induced light scatter change (∆F/F) time courses. 

Specifically, we examined whether the time course of cortical activation in response to a moving 

visual stimulus of a given orientation contained an oscillating component related to the PLC 

pattern, with a frequency peak equal to 0.8571 Hz. 

where and were the cross-correlated signals, was 
the number of samples, and was the complex conjugate 
of . The cross-correlation coefficient was then normal-
ized and expressed in the range between -1 and 1. The 
lag between the two signals was expressed in seconds. 
The phase shift, represented in degrees, was defined as: 

 

 

We compared the time courses of PLCs with those of matching stimulus-evoked intrinsic signals, 

using additional cross-correlation and phase shift calculations. This allowed us to initially verify 

potential oscillations in the optical signal time courses that were dependent on the movement of 

the sinusoidal grating for specific stimulus orientations and given ocular input. For more details 

on how the optical signal time courses were calculated, please refer to the section “Data pre-

processing and intrinsic signal time course generation”. 

The cross-correlation coefficient between two signals X and Y, with a lag k, was defined as 

follows: 


*�, �+ () �
$
,� & �- ' �%,�- 

where � and � were the cross-correlated signals, � was the number of samples, and �% was the 

complex conjugate of �. The cross-correlation coefficient was then normalized and expressed in 

the range between -1 and 1. The lag between the two signals was expressed in seconds. The phase 

shift, represented in degrees, was defined as: 

∆� ( ���� ' �
�  

where � was the lag between two signals, and � was the wave period, defined as: 

� ( 1
����	���������	*��+ 

The pre-processing, analysis, and visualizations were performed using custom Python scripts. 

Spectral characteristics of stimulus-induced light scatter changes 

Given the clear pattern of PLC observed in response to the sinusoidal grating moving in one 

direction for a specific visual stimulus orientation, we investigated the possible spectral 

relationship between PLC and stimulus-induced light scatter change (∆F/F) time courses. 

Specifically, we examined whether the time course of cortical activation in response to a moving 

visual stimulus of a given orientation contained an oscillating component related to the PLC 

pattern, with a frequency peak equal to 0.8571 Hz. 

where was the lag between two signals, and was the 
wave period, defined as: 

 

 

We compared the time courses of PLCs with those of matching stimulus-evoked intrinsic signals, 

using additional cross-correlation and phase shift calculations. This allowed us to initially verify 

potential oscillations in the optical signal time courses that were dependent on the movement of 

the sinusoidal grating for specific stimulus orientations and given ocular input. For more details 

on how the optical signal time courses were calculated, please refer to the section “Data pre-

processing and intrinsic signal time course generation”. 

The cross-correlation coefficient between two signals X and Y, with a lag k, was defined as 

follows: 


*�, �+ () �
$
,� & �- ' �%,�- 

where � and � were the cross-correlated signals, � was the number of samples, and �% was the 

complex conjugate of �. The cross-correlation coefficient was then normalized and expressed in 

the range between -1 and 1. The lag between the two signals was expressed in seconds. The phase 

shift, represented in degrees, was defined as: 

∆� ( ���� ' �
�  

where � was the lag between two signals, and � was the wave period, defined as: 

� ( 1
����	���������	*��+ 

The pre-processing, analysis, and visualizations were performed using custom Python scripts. 

Spectral characteristics of stimulus-induced light scatter changes 

Given the clear pattern of PLC observed in response to the sinusoidal grating moving in one 

direction for a specific visual stimulus orientation, we investigated the possible spectral 

relationship between PLC and stimulus-induced light scatter change (∆F/F) time courses. 

Specifically, we examined whether the time course of cortical activation in response to a moving 

visual stimulus of a given orientation contained an oscillating component related to the PLC 

pattern, with a frequency peak equal to 0.8571 Hz. 

The pre-processing, analysis, and visualizations 
were performed using custom Python scripts.

Spectral characteristics of stimulus-induced light scatter changes

Given the clear pattern of PLC observed in response 
to the sinusoidal grating moving in one direction for 
a specific visual stimulus orientation, we investigat-
ed the possible spectral relationship between PLC and 
stimulus‑induced light scatter change (∆F/F) time 
courses. Specifically, we examined whether the time 
course of cortical activation in response to a moving 
visual stimulus of a given orientation contained an os-
cillating component related to the PLC pattern, with 
a frequency peak equal to 0.8571 Hz.

To achieve this, we calculated the stimulus-induced 
light scatter change (∆F/F) time courses and their spec-
tra for each ocular input and each orientation of mov-
ing gratings. Spectral analysis was performed using 
Discrete Fourier Transform (DFT; Cooley & Tukey, 1965) 
on the ∆F/F time courses.

Recording, processing and analysis of the EOG signal

To ascertain whether anesthetized mice follow bars 
moving on the screen with their eyes, we performed 
EOG signal recordings. We performed the recordings 
via two adhesive electrodes (GVB-geliMED, GmbH), cor-
rectly cut (5x5 mm) and glued to the shaved skin of the 
mouse above and below the eye. The signal was collect-
ed via CED Power1401 hardware and Spike2 software 
(Cambridge Electronic Design Limited), then processed, 
analyzed and visualized with custom scripts written in 
Python. The recordings were made for the entire ex-
perimental procedure, then divided into experimental 
conditions, averaged over the repetitions on the con-
dition dimension and visualized in the form of time 
courses and frequency distributions.

Statistics

All signal values were reported as mean ± standard 
error of the mean (SEM), where applicable. The sig-
nificance threshold was indicated by asterisks, where 
* denoted a p≤0.05, ** denoted a p≤0.01, and *** denoted 
a p≤0.001.

Statistical analysis of the activation areas was car-
ried out using GraphPad Prism (version 8.1.4, GraphPad 
Software, La Jolla, California USA). Custom-written Py-
thon scripts were used to perform statistical analysis 
of stimulus‑induced light scatter change (∆F/F) time 
courses and their spectra. A significance threshold of 
p-values equal to 0.05 was assumed for all statistical 
analyses.
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RESULTS

Different activation of V1 by moving gratings of 
different orientations and ocular inputs

We averaged the results of cortical activations mea-
sured for mice stimulated by gratings moved in both 
directions for each orientation (0°/180°; 90°/270°; 
45°/225°; 135°/315°). The typical light scatter changes 
in the form of 2D images averaged for responses in re-
ciprocal directions (Fig. 2B) representing the activated 
V1 areas by grating stimuli of different orientations are 
shown in Fig. 3A, B. Darker areas on the monochromatic 
images indicate higher light scatter change (i.e., stron-
ger response), while a homogeneous grey background 
represents no evoked response within the stimulated 
regions (Fig. 2F; Fig. 3A).

We used Pearson’s colocalization analysis to assess 
the extent of overlap for areas activated by gratings 
of different orientations for different types of ocular 
input. The areas of activation showed a high degree 
of similarity within the V1 region for consecutive ori-
entations (r≥0.92) and for all ocular inputs (r≥0.73) 
(Fig. 3B).

It is important to note that the regional maps ac-
tivated by the ISOI method are similar to consecutive 
stimulations but may differ when stimulated through 
different inputs. The upper panel on Fig. 3E recorded 
from an exemplary mouse shows different locations of 
the cortical areas activated by stripes moving along 
45o/225o and 135o/315o orientations via contra- (upper 
left overlapping areas) and ipsi- (lower right overlap-
ping areas) eye inputs. Moreover, the areas activated 
by moving stimuli of the same oblique orientations 
precisely overlap, while those activated by contralat-
eral eyes differ within the whole sensory region. Thus, 
the cortical activation resulting from different stimu-
lation paradigms results in a similar resolution to ISOI. 
Similarly, the lower panel of Fig. 3E shows a prominent 
difference between activity maps evoked by gratings 
moving along oblique orientations via ipsi and contra 
eyes for perpendicular cardinal orientations of strict-
ly overlapping areas (45o/225o and 90o/270o).

We further compared the average number of pixels 
within ROIs (areas of cortical activations evoked by si-
nusoidal gratings of all orientations) depending on the 
type of visual input (binocular, contralateral, or ipsilat-
eral) (Fig. 3C, Table 1). The Kruskal-Wallis test revealed 
a significant difference in the number of pixels within 
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Table 1. Summary of the descriptive statistics for the areas of activation and their scatter levels using the intrinsic signal. This is measured as light scatter 
changes caused by the oxygenated blood (ΔF/F) represented by values less than 1, whereas a value equal to 1 represents no changes in the light absorption. 
The summary contains statistics for all ocular inputs (ipsilateral, contralateral, binocular) and all grating orientations used in the study (0°, 45°, 90°, 135°, 
180°, 225°, 270°, 315°, see Methods for details of presentation of visual stimuli). Data for grat ing orientations were paired, whereas the total number of 
mice contributing to a specific descriptive statistic sometimes differed between paired orientations due to the lack of the particular recording or due to 
unsatisfactory recording quality. Thus, n is expressed by two numbers corresponding to each movement direction of the same gratings’ orientation pair.

Stim. Or. MEANarea SDarea SEMarea narea MEANab. SDab. SEMab. nab.

Ip
si

la
te

ra
l

0°/180° 5960.6 2180.6 1327.6 9/6 0.999200 0.000117 0.000017 9/6

45°/225° 6424.0 3699.7 1032.7 9/6 0.999163 0.000116 0.000016 9/6

90°/270° 6148.5 3772.2 1579.4 9/6 0.999434 0.000082 0.000012 9/6

135°/315° 6121.5 7777.2 676.2 9/6 0.999224 0.000091 0.000013 9/6

Co
nt

ra
la

te
ra

l 0°/180° 7462.1 3755.1 771.0 9/6 0.998857 0.000213 0.00003 9/6

45°/225° 8588.4 2920.9 1308.0 9/7 0.998905 0.000182 0.000026 9/7

90°/270° 8353.5 4178.7 1333.7 9/6 0.999007 0.000142 0.00002 9/6

135°/315° 9931.7 1788.8 2749.6 9/6 0.998962 0.000147 0.000021 9/6

Bi
no

cu
la

r

0°/180° 7940.5 2973 1051.1 9/5 0.999047 0.000172 0.000024 9/5

45°/225° 5981 4452.1 1574 9/6 0.999181 0.000172 0.000024 9/6

90°/270° 7915.4 5296.3 1872.5 9/5 0.999179 0.000132 0.000019 9/5

135°/315° 7513.7 5255.6 1858.1 9/5 0.999053 0.000146 0.000021 9/5

Stim. Or. – stimulus orientation. MEAN/SD/SEM/Narea – descriptive statistics for the areas of activation. MEAN/SD/SEM/Nab. – descriptive statistics for the light scatter change – 
light absorption. ab. - light absorption.
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Fig. 3. Cortical activation patterns. A. Stimulus-evoked intrinsic signal maps for stimulation with a given orientation of grating and response to blank 
screens (I and II) recorded and averaged during stimulation in both directions via binocular, contralateral and ipsilateral ocular inputs. The value of 
each pixel building the map is the light scatter value. The grey scale bar values are normalized light scatter differences over baseline light scatter ∆F/F; 
the equivalent scale is values of arbitrary units of 8-bit PNG images from minimum (0) to maximum (255). How the signal is collected and converted to 
light scatter values and how the data is visualized in the form of maps and stimulus-evoked intrinsic signals of cortical activation are explained in the 
section regarding data analysis. B – bregma line; ML – midline. B. Cortical activation patterns were recorded from the exemplary mouse during visual 
stimulation with a grating of four specific orientations (two cardinal and two oblique). (i) Greyscale and (ii) heat scale maps representing responses to 
visual stimulation with gratings of horizontal orientation. (iii) Binary maps illustrating areas of the maximal cortical activation by the horizontal grating. 
(iv) Overlapped binary maps for two cardinal orientations (0°/180° and 90°/270°). (v) Overlapped binary maps for two oblique orientations (45°/225°, 
and 135°/315°). The separate analysis demonstrated a strong correlation between the overlapping areas (number of animals à n=9, Pearson’s r>0.72, for 
details of presentation of visual stimuli, see Methods) (Table 3). C. Averaged (number of animals à n=9; for details of the presentation of visual stimuli, see 
Methods) number of pixels in the areas of activation by gratings of different orientations (narrow, colored bars) and ocular inputs (wide, light color bars). 
The only significant difference was found between the average number of pixels activated with stimulations via the contralateral (M=8583.9; SD=1021.1) 
and ipsilateral (M=6163.6; SD=192.4) eye (p=0.03, Kruskal-Wallis test, post hoc Bonferroni test). Error bars represent the standard error of the mean (SEM). 
D. Averaged (number of animals à n=9) number of pixels in the areas of activation during visual stimulation with gratings of cardinal (0°/180° and 90°/270°) 
and oblique (45°/225° and 135°/315°) orientations. No significant differences were found (p=0.06, F(2,3)=5.3; two-way ANOVA test, post hoc Bonferroni test). 
E. Cortical activation patterns were recorded from the exemplary mouse during visual stimulation with a grating of four specific orientations (two cardinal 
and two oblique). Upper panel: superimposed activity maps for oblique orientation stimuli (45°/225° and 135°/315°) via contralateral and ipsilateral eye 
inputs. Lower panel: superimposed activity maps for stimulation along oblique orientation (45°/225° and 135°/315°) through the contralateral eye and 
activity maps for stimulation along cardinal orientation (0°/180° and 90°/270°) through the ipsilateral eye. Images in A, B and E come from the same 
animal. Error bars indicate SEM.
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ROIs activated by contralateral and ipsilateral stimu-
lation (p=0.03). Furthermore, post-hoc comparisons 
using the Bonferroni correction for multiple compar-
isons confirmed that the areas activated by contralat-
eral stimulations (represented by the three wide, light 
color bars in Fig. 3C) differed from the areas activated 
by ipsilateral stimulations (p=0.01), whereas the areas 
activated by binocular stimulations were not signifi-
cantly different from the other two.

Further analysis did not reveal any differences be-
tween ROIs activated by gratings of different orienta-
tions for either type of ocular input (p=0.06, F(6,61)=0.8; 
two-way ANOVA test with Bonferroni post hoc test). 
Similarly, no differences were found between the 
areas activated by gratings moving in cardinal and 
oblique orientations for either type of ocular input 
(Fig. 3D). 

Dynamics of light scatter change in V1 during 
stimulation by moving gratings with varied 
orientations and ocular inputs

Figs 4A and 4B display time courses of light scat-
ter during stimulation by moving gratings of different 
orientations and a blank screen with a homogenous 
grey background. The increase in light scatter (de-
crease of recorded signal) was preceded by an initial 
dip (indicated by black arrows in Fig. 4B), similar to 
that observed in previous studies on rats, cats, mon-
keys and humans (recorded here as a positive increase 
in ∆F/F; Frostig & Chen‑Bee, 2009; Hong & Zafar, 2018). 
During the 1-8 s time period, light scatter increased in 
response to the visual stimulation, resulting in a de-
creased ∆F/F signal (colored lines within the shaded 
area of Fig. 4A and 4B). When a blank screen was pre-
sented, the ∆F/F signal remained almost stable (black 
line in Fig. 4A and 4B). Notably, sinusoidal gratings 
with cardinal orientations produced signals with oscil-
lating components that corresponded to the PLC fre-
quency measured. However, this component was resid-
ual and negligible for oblique orientations of moving 
gratings (these findings are described in more detail in 
sections 3.3-3.5).

The Kruskal-Wallis test with post hoc Bonferroni test 
revealed significant differences (p<0.001) in the ampli-
tudes of ∆F/F across all four movement orientations de-
pending on the type of ocular input (contralateral, bin-
ocular, or ipsilateral). Contralateral visual stimulation 
induced the strongest light scatter changes (M=0.9991, 
SD=0.000399, ∆F/FMAX=0.9988) compared to both binoc-
ular (M=0.9993, SD=0.000337, ∆F/FMAX=0.9990) and ipsi-
lateral trials (M=0.9994, SD=0.000263, ∆F/FMAX=0.9992) 
(Fig. 4C).

Further analysis also revealed that the mean val-
ues of light scatter changes (averaged within the time 
range 2-9 s of the trials) for sinusoidal grating stim-
uli of all orientations differed significantly depending 
on the ocular input used (p=0.01, F(140,426)=1.37, two-way 
ANOVA test, post hoc Bonferroni test). Specifically, con-
tralateral visual stimulation differed significantly from 
both binocular (p=0.001; df=283.0; t=28.29, posthoc Bon-
ferroni test) and ipsilateral (p=0.001; df=283.0; t=52.98, 
post hoc Bonferroni test) stimulation. Moreover, binoc-
ular stimulation differed from ipsilateral stimulation 
(p=0.001; df=283.0; t=19.83, post hoc Bonferroni test) 
(Fig. 4D and Table 2).

To examine the differences in activation dynamics 
evoked by moving visual gratings across all ocular in-
puts regardless of stimulus orientation, we analyzed 
the time courses of stimulus-evoked light scatter 
changes (Fig. 4E). After measuring the differences at 
consecutive time points following the start of stimula-
tions we found the first significant deviation of traces 
recorded for ipsilateral and contralateral ocular in-
puts at 2.4 s (p<0.01, post hoc Bonferroni test; indicated 
by the dotted vertical line labeled CI in Fig. 4E). The 
second significant deviation between traces obtained 
for contralateral and binocular ocular inputs occurred 
3 s after start of the stimulation (p<0.01, post hoc Bon-
ferroni test; indicated by the dotted line labeled CB 
in Fig. 4E). Finally, the third significant deviation of 
traces found between binocular and ipsilateral ocu-
lar inputs was observed at 4.5 seconds post-stimulus 
(p<0.05, post hoc Bonferroni test; indicated by the dot-
ted line labeled BI in Fig. 4E). These observations sug-
gest different inputs activate different sized areas of 
the visual cortex, with the largest effect observed for 
the contralateral input, followed by binocular input, 
and the smallest effect observed for ipsilaterally ex-
cited cells.

Additionally, we found that optical signals induced 
by contralateral, binocular, and ipsilateral visual stim-
ulations exhibited high similarity, as indicated by the 
Pearson correlation coefficient analysis (r≤0.95) and 
differed significantly from the signal evoked by the 
blank screen (r=0) (Fig. 4F and Table 3).

Correlation between point luminance change of 
the grating and time course of stimulus-induced 
light scatter change

The time courses of PLCs recorded for gratings 
moved in all orientations had a similar oscillatory 
component of 0.8571 Hz. Cross-correlation analysis be-
tween PLCs and time courses of stimulus-induced light 
scatter changes (∆F/F) revealed cardinal orientations 
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Fig. 4. Dynamics of stimulus-evoked intrinsic signals of cortical activation. A. Averaged (number of animals à n=9; for details of the presentation of visual 
stimuli, see Methods) values of the change in light scatter (∆F/F) in response to moving gratings of different orientations and presentation of a blank screen 
recorded from an exemplary mouse. The recordings with different types of ocular input (contralateral, binocular, and ipsilateral) are shown in consecutive 
rows. B. Values of light scatter change (∆F/F) recorded after a single visual stimulus presentation (one trial) from the same animal. The reversed initial dip 
is marked by a black arrow. The diagram below demonstrates the timing of screen patterns presentation during 9 s of stimulation. C. Averaged (number of 
animals à n=9) values of signals of the change in light scatter (∆F/F) for 2-9 s of optical registration, for different options of visual stimulations; contralateral, 
binocular and ipsilateral compared to the light scatter changes value during the presentation of blank stimuli (p<0.01, df=2, Kruskal-Wallis test, post hoc 
Bonferroni test). The values (%) indicate a comparison of a light scatter change as a response to blank stimuli. D. Averaged values of signals of light scatter 
change (∆F/F) (2-9 s of recording; number of animals n=9) for signals evoked by gratings of different orientations and types of ocular inputs. (p=0.0004, 
F(140,486)=1.54 two-way ANOVA test, post hoc Bonferroni test) (Table 2). Error bars indicate SEM. E. Values of light scatter change (∆F/F) for ocular inputs 
during 9 s recording with time points indicating the beginning of significant differences (p<0.0001, F(118,360)=5.988 two-way ANOVA test, post hoc Bonferroni 
test) between signals recorded during stimulations via different inputs. CI – contralateral vs. ipsilateral; CB - contralateral vs. binocular; BI - binocular vs. 
ipsilateral. F. Matrix of signal correlations for grating stimuli of different orientations and blanks, on a Pearson’s r scale from 0 (no linear correlation) to 1 
(total positive linear correlation).
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produced the strongest co-occurrence of this oscil-
latory component, whereas it was negligible for the 
oblique orientations (Fig. 5 and Fig. 6). ISOI was also 
compared to the corresponding PLC time courses, as 
well as the cross-correlation between the signals for se-
lected stimulus orientations and selected ocular inputs 
(Fig. 5). The strongest cross-correlation between the 
two signals was observed for ipsilateral stimulations at 
cardinal orientations (0°/180°, RMAX (PLC, ∆F/F)=0.356, 
90°/270°, RMAX (PLC, ∆F/F)=0.207), and further, for bin-
ocular (0°/180°, RMAX (PLC, ∆F/F )=0.219, 90°/270°, RMAX 

(PLC, ∆F/F)=0.303) and contralateral (0°/180°, RMAX 
(PLC, ∆F/F)=0.167, 90°/270°, RMAX (PLC, ∆F/F)=0.103) oc-
ular inputs, respectively. Interestingly, the ∆F/F time 
course for horizontal (0°/180°) orientations of moving 
grating was phase shifted about the corresponding PLCs 
by 0.5 s (154°) and for vertical (90°/270°) orientations 
by 0.1 s (31°) regardless of the choice of ocular input 
(see Fig. 5 for cross-correlations between PLC and ISOI 
time courses; see Fig. 6 for visualization of the maximal 
cross-correlations and calculated phase shifts between 
signals and Table 4 for more numerical details). 
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Table  2. Comparisons of the averaged light scatter changes for different types of ocular input (contralateral, binocular and ipsilateral) and different 
orientations of the moved grating (0°/180°, 45°/225°, 90°/270° and 135°/315°) for the 2-9 s time period. The table shows the results of the post hoc 
Bonferroni tests. Value notation: if p≤0.05 – *; if p≤0.01 – **; if p≤0.001 – ***; ns – no significant differences. The numbers in brackets refer to the column 
number in Fig. 4D.

Contralateral Binocular Ipsilateral

(1)
0, 180

(2)
45, 225

(3)
90, 270

(4)
135, 315

(5)
0, 180

(6)
45, 225

(7)
90, 270

(8)
135, 315

(9)
0, 180

(10)
45, 225

(11)
90, 270

(12)
135, 315

Co
nt

ra
la

te
ra

l

(1)
0,180 –

(2)
45, 225 ns –

(3)
90, 270 *** * –

(4)
135, 315 ** ns * –

Bi
no

cu
la

r

(1)
0, 180 *** *** ns * –

(2)
45, 225 *** *** *** *** *** –

(3)
90, 270 *** *** *** ** ** ns –

(4)
135, 315 *** *** ns ** ns ** ** –

Ip
si

la
te

ra
l

(1)
0, 180 *** *** *** *** *** ns ns *** –

(2)
45, 225 *** *** *** *** ** ns ns * ns –

(3)
90, 270 *** *** *** *** *** *** *** *** *** *** –

(4)
135, 315 *** *** *** *** *** ** ** *** ns ns ns –

Table 3. Pearson’s average r for comparisons of matching location of ‘binary images’, for all types of visual stimulation, being contralateral, binocular and 
ipsilateral. 

Contralateral Binocular Ipsilateral

Contralateral – 0.93 0.78

Binocular 0.93 – 0.73

Ipsilateral 0.78 0.73 –
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Fig. 5. Point luminance changes of a sinusoidal grating stimulus and its relation to time courses of intrinsic responses to movements along different 
orientations using cross-correlations. Cross-correlations (CCor) between point luminance change (PLC) and intrinsic signal optical imaging (ISOI) time 
courses were calculated and visualized for gratings moved along cardinal (left column; gratings 0°/180° and 90°/270°) and oblique (right column; gratings 
45°/225°, and 135°/315°) orientations and for ipsilateral, binocular, and contralateral ocular inputs. ISOI time courses were averaged across animals (n=9).
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Table 4. Cross-correlation maxima and phase shifts between PLC profiles of a particular stimulation grating and resulting time courses of light scatter 
changes (∆F/F) for both cardinal and oblique orientation stimuli, and for all ocular inputs, i.e., ipsilateral, binocular and contralateral.

Ocular input Orientation Cross-Correlation
Phase Shift

(s) (°) (rad)

Ipsilateral

0°/180° 0.356 0.5 154 2.6878

90°/270° 0.207 0.1 31 0.5411

45°/225° 0.104 0.6 185 3.2289

135°/315° 0.089 0.5 154 2.6878

Binocular

0°/180° 0.219 0.5 154 2.6878

90°/270° 0.303 0.1 31 0.5411

45°/225° 0.056 0.2 62 1.0821

135°/315° 0.048 0.3 93 1.6232

Contralateral

0°/180° 0.167 0.5 154 2.6878

90°/270° 0.103 0.1 31 0.5411

45°/225° 0.029 0.6 185 3.2289

135°/315° 0.041 0.1 31 0.5411

Fig. 6. Cross-correlation and phase shifts between point luminance changes (PLCs) of the grating stimulus and time course of stimulus-induced light 
scatter change. Phase shifts were calculated (and averaged over animals, ocular inputs, and grating orientation) for 7 s of the PLCs and ∆F/F time courses 
for cardinal (0°/180° and 90°/270°) and oblique (45°/225°, and 135°/315°) orientations of moving grating for all ocular inputs used in the experiment, i.e., 
ipsilateral, binocular, and contralateral. The radial axis represents values of the calculated cross-correlation (CCor) between PLCs and ∆F/F time courses 
(values between 0.0 and 0.4, the maximum value is indicated). The higher the cross-correlation value, the higher the level of co-occurrence of the PLC 
oscillatory component (0.8571 Hz) in the ∆F/F time course. The angular axis represents values of the calculated phase shift between PLCs and ∆F/F time 
courses (between 0° and 360°). A higher phase shift value characterizes a higher shift between the time course of ∆F/F and the PLC signal – 180° phase 
shift corresponds to 0.8571 Hz and 0.5833 s as the whole period lasts 1.1667 s. 
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Oscillatory characteristics of light scatter changes 
during stimulation by gratings of different 
orientations

The cross-correlations and phase shifts between 
PLCs and time courses of stimulus-induced light scat-
ter changes (∆F/F) indicated a relationship between 
visual stimulation by moving grating and the cortical 
response. Next, we calculated ∆F/F time course spectra 
for each type of ocular input and each grating orienta-
tion, taking into account data from mice stimulated by 
gratings that were moved in only one direction. Spectra 
here are defined as DFTs of the ∆F/F time courses. We 
found that ∆F/F time courses had the same main oscil-
latory component as the PLCs, i.e., 0.8571 Hz (Fig. 7). 
Interestingly, as initially suggested by cross-correla-
tion and phase shift results, the highest peaks at this 
frequency were observed for stimuli that were moved 
along cardinal orientations (higher for horizontal com-
pared to vertical orientation), whereas for oblique ori-
entations, the oscillatory component was much less 
pronounced. Additionally, in contrast to the cross-cor-
relation and phase shift results, the oscillatory compo-
nents’ power was highest for binoculars and lower for 
ipsilateral and contralateral ocular inputs, respectively.

We conducted statistical analyses to verify wheth-
er the oscillatory components of the ∆F/F time courses 

resulting from visual stimulation by gratings of the in-
vestigated orientations differ from the blank stimulus 
(Table 5). The highest calculated differences were ob-
served for gratings moving along cardinal orientations 
(horizontal and then vertical), and once again, differ-
ences for oblique orientations were considerably low-
er. However, even the highest power of the oscillatory 
component observed for binocular input was not sig-
nificantly different from the power evoked by the ap-
pearance of a blank stimulus. This could be due to the 
relatively small sample size, which was lower for the 
binocular than for the other ocular inputs, as well as 
the high variability of the ISOI time courses and their 
amplitudes across animals.

Notably, a one-way ANOVA performed for the de-
pendent variable power and fixed factors ocular input 
and grating orientation revealed a significant effect of 
grating orientation (F(8,115)=11.22, p<0.001, η²=0.407).

EOG signal recorded during presentation  
of visual stimuli

Considering eye movements as a possible source 
of observed oscillations in the ISOI signal, we record-
ed the EOG signal during the presentation of visual 
stimuli for one mouse (Supplementary Fig. 2). We did 
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Table 5. Power measured for the 0.8571 Hz peak of the light scatter change time courses (∆F/F) for all ocular inputs and orientations of grating with the 
one sample T-Test results and its significance represented by corresponding p-values. The T-Test statistic was performed between values obtained (for 
a given ocular input) during stimulation by grating of specific orientation and blank, whereas the mean of the blank values was treated as a populational 
mean of the one sample T-Test. 

Ocular Input  
and Statistics 0° 45° 90° 135° 180° 225° 270° 315°

Ip
si

la
te

ra
l

POWER 5.2679 2.5904 3.6500 2.4885 4.9910 3.1146 2.5465 2.6102

T-STAT 2.8267 2.1632 2.6682 1.3821 2.5400 1.5098 2.0394 1.2523

P-VAL 0.0301 0.0738 0.0371 0.2162 0.0519 0.1915 0.0969 0.2659

SIG * n.s. * n.s. n.s. n.s. n.s. n.s.

Bi
no

cu
la

r

POWER 5.5606 3.0932 4.9226 3.2947 5.8367 2.6960 3.7219 2.9067

T-STAT 1.7641 0.8810 2.0866 1.0981 2.0187 0.4853 2.1239 0.7547

P-VAL 0.1380 0.4186 0.0913 0.3222 0.1137 0.6480 0.1009 0.4924

SIG n.s. n.s. n.s. n.s. n.s. n.s. n.s. n.s.

Co
nt

ra
la

te
ra

l POWER 4.6188 2.7906 4.0744 1.9437 5.8543 3.1492 3.2006 3.1291

T-STAT 2.4793 1.2981 3.0378 2.0154 2.7060 2.2940 3.5367 1.7225

P-VAL 0.0479 0.2419 0.0229 0.0905 0.0425 0.0616 0.0166 0.1456

SIG * n.s. * n.s. * n.s. * n.s.

A single asterisk (*) represents for p-value < 0.05, whereas “n.s.” represents p-values >= 0.05.
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Fig. 7. Time courses of light scatter change induced by visual stimuli and their frequency spectra evoked through contra-, ipsi- and binocular ocular input 
types and different grating orientations. Experimental design assumed the presentation of a whole-screen sinusoidal grating moved along four specific 
orientations, each with two reciprocal directions (0° and 180°, 45° and 225°, 90° and 270°, 135° and 315°), with a fixed moving speed (0.8571 Hz; measured 
by a photodiode). These stimuli were presented via three specific ocular input types (ipsilateral, contralateral, and binocular). Each recording lasted 9 s, 
whereas each stimulus presentation lasted 7 s and was preceded and followed by a 1 s display of a homogenous grey background (blank indicated by 
grey areas on the first column plots). Cortical activation was also recorded during the 7 s presentation of the sole homogenous grey screen (blank). Optical 
signal responses in the form of time courses of stimulus-evoked changes in light scatter (∆F/F) for a specific ocular input type and grating orientation are 
presented on the left side of the figure. The individual spectra of each time course were calculated using Discrete Fourier Transform (DFT) and plotted on 
the right side of the figure within 0.1-5.0 Hz frequency range and 0-6 (×10-3) power.
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not observe any relationship between EOG and PLC 
signals. The time course of the EOG signal regardless 
of the experimental condition (BLANK I/II or presen-
tation of moving sinusoidal gratings along different 
orientations, i.e., 0°/180°, 45°/225°, 90°/270°, and 
135°/315°, similar as in the main experiment) was 
random with no apparent relationship to visual stim-
ulation. Similarly, the frequency distributions were 
random and did not demonstrate the 0.8571 Hz com-
ponent of the PLC frequency that is seen in the ISOI 
signals that were recorded during the presentation of 
cardinal stimuli.

DISCUSSION

In this study, we have confirmed previous data 
that ISOI is a valuable method for studying the evoked 
activity within the primary visual cortex of mice (e.g., 
Kalatsky & Stryker, 2003; Yoshida et al., 2012; Kondo 
et al., 2016) and specifically, the cortical orientation 
sensitivity evoked by sinusoidal moving gratings (e.g., 
Yoshida et al., 2012). Additionally, we investigated for 
the first time changes in the optic signal strength 
over time. Specifically, ISOI enabled the study of the 
dynamics of light scatter changes elicited by moving 
gratings, which were found to vary across different 
orientations and ocular inputs (binocular, contralat-
eral, and ipsilateral). The responses to gratings moved 
along cardinal orientations, but not along oblique 
orientations, and were characterized by optical signal 
oscillations at the spatial frequency of the grating. 
These differences could reflect the mechanisms of 
summation within the putative, specific orientation 
assemblies within the primary visual cortex and thus 
were a valuable tool for investigating functional-ana-
tomical relationships within the mouse visual cortex. 
The results presented in this paper provide evidence 
for the existence of a functional microsystem com-
posed of cells that behave like those cells within orga-
nized neuronal assemblies, that are sensitive to spe-
cific orientations, and that interact with each other 
during the presentation of orientation stimuli. This 
hypothesis could be addressed with future studies on 
this topic.

Impact of ocular input type on light scatter 
changes in primary visual cortex

We found that stimulation via different ocular in-
puts resulted in the activation of different portions of 
the cortical tissue, with contralateral input activat-
ing the largest area of the visual cortex and ipsilat-

eral input activating the smallest area (difference of 
39.2%). These changes were most pronounced in the 
amplitude of the light scatter signals, with the larg-
est change observed after contralateral stimulation, 
followed by smaller changes evoked by bilateral and 
ipsilateral stimulations.

These findings are consistent with previous re-
ports indicating that only 5% of cells in the visual 
cortex are driven exclusively by ipsilateral eye in-
put, while contralateral eye stimulation drives 95% of 
orientation-sensitive cells and activates the greatest 
cortical area (Dräger, 1975; Mangini & Pearlman, 1980; 
Wagor et al., 1980; Métin et al., 1988; Hübener 2003). 
Furthermore, it was found that 70% of cells activated 
by contralateral input were also driven binocularly 
(Métin et al., 1988). These results support the no-
tion that contralateral ocular input reaches a larger 
number of cells, thereby activating a greater cortical 
region than binocular and ipsilateral inputs (Pielec-
ka-Fortuna et al., 2015; Salinas et al., 2017; Hong et 
al., 2020).

Binocular input is required to reveal cardinal bias 
in activation areas

Although the mouse cortex is often described 
as unstructured and its organization referred to as 
“salt-and-pepper”, recent studies have shown some 
degree of functional organization (Hübener, 2003; 
Skyberg et al., 2020). We did not find significant dif-
ferences in response characteristics between cardinal 
(horizontal 0°/180° and vertical 90°/270°) and oblique 
(45°/225°; 135°/315°) orientations of moving gratings 
presented via different ocular input types. While it 
is generally agreed that responses in V1 for cardinal 
and oblique orientations differ (Tan et al., 2011; Sa-
linas et al., 2017), our statistics showed differences 
only at p=0.06. However, it should be noted that p val-
ues in the region of 0.05 represent modest degrees of 
evidence, regardless of which side of the division they 
lie on (Wood et al., 2014).

Then, in a similar manner to previous studies, we 
confirmed the presence of the “oblique effect” during 
binocular stimulation (14.89% difference in the area 
of activation between cardinal and oblique orienta-
tions, as shown in Fig. 3C and Fig. 3D) similar to pre-
vious studies (Appelle, 1972; Coppola et al., 1998; Li et 
al., 2003).

The result of the cardinal bias found in our exper-
iment for binocular stimulation agrees with previous 
electrophysiological (Valois et al., 1982; Kreile et al., 
2011) and two-photon imaging studies (Kreile et al., 
2011; Yoshida et al., 2012), in which cortical cells were 
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shown to react strongly to visual stimulation in car-
dinal compared to oblique orientations. This is likely 
due to more cells being sensitive to gratings moved 
in a cardinal direction (Li et al., 2003). Interestingly, 
when visual stimuli were delivered simultaneous-
ly but separately to each eye, the effect of cardinal 
stimulus preference disappeared (Blake & Holopigian, 
1985; De Weerd et al.,1990) or, if stimuli were complex, 
the “oblique effect” was reversed (Essock et al., 2003). 
Thus, our results add new but matching data on the 
relation of orientation selectivity from ocular input 
type. Moreover, our data confirms that ISOI could be 
used in future longitudinal studies on computational 
mechanisms in the mouse visual cortex.

Evidence of horizontal bias for contralateral 
visual stimulation through analysis of light 
scatter change courses

The changes in light scatter demonstrated the 
usefulness of the ISOI recording method used in this 
study for the investigation of orientation selectivity 
mechanisms in the visual cortex of mice. Our study 
demonstrated (i) the contralateral ocular input elic-
ited the strongest light-scatter changes and thus, on 
average, the highest activation of neuronal popula-
tions (p<0.01); (ii) for each of the ocular inputs uti-
lized, the mouse visual cortex was most sensitive to 
horizontal gratings (0°/180°) moved in a vertical ori-
entation when compared to movements in other pre-
sented orientations (p=0.0004); (iii) the specific ori-
entation networks of cortical cells might result in dif-
ferent activity patterns, as indicated by the dynamics 
of light-scatter changes, which were statistically dis-
tinct from each other (Table 2).

Previous electrophysiological single-unit record-
ings and two-photon imaging in adult mice (Kreile et 
al., 2011; Yoshida et al., 2012) found the strongest re-
sponses (more spikes or activated cells during imag-
ing) to horizontal gratings (0o/180o) that were moved 
vertically (up and down) compared to oblique grat-
ings (45o/135o/225o/315o) moved in perpendicular ori-
entations. Our study obtained similar results (Fig. 4A 
and Fig. 4D), observing that horizontal movements 
of vertical gratings (90°/270°) caused the smallest 
light scatter changes (Fig. 4A and Fig. 4D). These find-
ings were comparable to those observed for control 
groups in both of the previous experiments (Kreile et 
al., 2011; Yoshida et al., 2012), as well as in a group of 
juvenile mice (Wang et al., 2010).

It is worth noting that studies using visual stim-
uli with similar physical properties to those used in 
our experiment also yield comparable results (Niell & 

Stryker, 2008). However, changing the physical prop-
erties of the stimulus can lead to opposite results, 
as shown in Zhao et al. (2013) and Ayzenshtat et al. 
(2016), where vertical gratings were the more pre-
ferred. Therefore, further research is needed to bet-
ter understand these complexities.

Grating-related oscillations of light scatter 
changes in V1 and their relationship to cardinal 
orientations and ocular input type

We typically observed oscillations of the light scat-
ter changes over the V1 area that were related to the 
stimulations by sinusoidal gratings. The frequency of 
these oscillations was identical to the PLCs measured 
at the central point of the screen. These oscillations 
were strongest in signals recorded in response to 
gratings in cardinal orientations, with a greater effect 
caused by horizontal (0°/180°) compared to vertical 
(90°/270°) orientations. Interestingly, the oscillations 
evoked by vertical gratings moved along the horizon-
tal orientation were in phase with the PLC (90°/270°), 
while the horizontal gratings moved along vertical 
orientations (0°/180°) caused responses in the oppo-
site phase (Fig. 5, left column). Importantly, discuss-
ing the results regarding the observed phase shifts is 
difficult due to the characteristics of the ISOI signal 
and the low signal sampling frequency. Nevertheless, 
we found that these oscillations occurred regardless 
of the type of ocular input, whether it was via the 
ipsi- or contralateral eye, or by binocular vision. As 
the frequency of the intrinsic signal oscillations was 
identical to PLCs of grating stimuli, it was likely that 
they resulted from the summation of transient re-
sponses of groups of cells (Perry & Fallah, 2014) that 
reacted most strongly to gratings moved in cardinal 
orientations (Weiler et al., 2022; Scholl et al., 2022).

The other possible oscillatory input to V1 could in-
volve recurrent activation via the motor system (Stra-
ka et al., 2018; Parker et al., 2020). It is well known 
that the processing of sensory information involves 
modulatory input from the motor cortex (Belooze-
rova et al., 2010; Niell & Stryker, 2010; Farrell et al., 
2015; Heindorf et al., 2018; Murty et al., 2018). Howev-
er, we excluded the possibility that the recorded ISOI 
oscillations were the result of eye movements follow-
ing the visual stimuli based on the lack of any specif-
ic frequency component in the EOG signal associated 
with visual stimuli. Here, we are primarily referring 
to the main frequency component of the PLC signal, 
namely the 0.8571 Hz observed in the ISOI signal for 
cardinal stimuli, and not present in recordings for 
oblique stimuli and in the EOG signal. It is import-
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ant to emphasize that the EOG signal recordings were 
performed only in one mouse.

Thus, the oscillatory components of the intrinsic 
signals most likely reflected the computation of ex-
ogenous signals in different parts of the V1 networks 
according to their structural/functional basis. Ad-
mittedly, the resolution of ISOI does not allow for the 
activity recording of single cells, but is sufficient to 
record the summed activity of cell assemblies consec-
utively excited by visual stimuli moved along cardinal 
orientations (similar results were obtained by Zhang 
et al. (2018) and Craddock et al. (2023). Thus, the ob-
served ISOI oscillations evoked by stimuli moving 
vertically or horizontally would reflect the summa-
tion within functional networks spread over V1 and 
adjacent structures (Polack & Contreras, 2012). Re-
cent studies revealed that neuronal oscillations play 
a crucial role in coordinating input and output states 
within networks of macro columns for fine-scale inte-
grated processing (Bennett, 2020; da Costa & Martin, 
2010; Laberge & Kasevich, 2017; Ringach et al., 2016). 
In the mouse visual cortex, several researchers have 
demonstrated a significant decrease in tuning simi-
larity with cortical distance, indicating spatial clus-
tering. Additionally, evidence of neuronal clustering 
at various cortical depths aligns with columnar orga-
nization, implying a structured local layout (Ringach 
et al., 2016). The recent papers of Laberge and Kase-
vich (2017) and Bennett (2020) also support the idea 
that fine-tuned cells in macro- and micro-columns 
receive coded pulse trains from each other amplified 
by specific oscillation frequencies, acting as a bidi-
rectional interneuronal communication channel.

In higher mammalian species, cells with affection 
for a specific orientation have also clustered into 
macro-recognizable structures (orientation regions), 
which are represented by so-called retinotopic maps. 
It is generally agreed that, in mice, cells are not spa-
tially organized as in higher mammals, rather they 
exhibit a salt-n-paper spatial distribution of neurons 
with given orientation specificity. However, according 
to our hypothesis, at the same time, the orientation 
selective cells interconnect into specific functional as-
semblies (orientation networks). This, in turn, can be 
reflected in the observed oscillations resulting from 
vertically and horizontally moving gratings, which 
have their explicit retinotopic representation (Polack 
& Contreras, 2012; Perry & Fallah, 2014). Additionally, 
given the ability of weak endogenous electric fields to 
amplify and synchronize neocortical network activi-
ty (Fröhlich & McCormick, 2010), the oscillations for 
cardinal stimuli have the potential to enhance func-
tions related to visual information processing related 
to these stimuli. Conversely, the oblique stimuli can 

induce the activation of both networks at once. Given 
their retinotopy for horizontal and vertical stimuli 
reflected in the ∆F/F time courses as opposite‑phase 
oscillations, this may contribute to the apparent null-
ing of oscillations from the recording’s perspective 
while processing information on oblique stimuli. Nev-
ertheless, recent studies have shown that reality can 
be far more complex than we have assumed so far in 
the discussion, and visual stimulus preferences most 
likely have their source in a multiregional functional 
recurrent communication between many cortical and 
subcortical modules processing information simulta-
neously, rather than in a point-to-point manner as in 
the classical approaches (Rossi et al., 2020; Weiler et 
al., 2022; Jia et al., 2022; Scholl et al., 2022).

Classically, the selectivity for oriented visual stim-
uli could be “sorted out” by simple cells in visual 
cortex layer IV via the convergence of ON-center and 
OFF-center thalamic inputs whose receptive fields 
are offset in visual space, but are lacking orientation 
selectivity (Hubel & Wiesel, 1962). This mechanism 
implies preferential connectivity between neurons 
responding to the same stimulus orientation in layer 
IV, suggesting the existence of a structural-functional 
neural network “tuned” for the processing of visual 
stimuli containing well-defined spatiotemporal char-
acteristics (Lien & Scanziani, 2013; Freeman, 2021). 
Moreover, this also suggests that a responsible neural 
network may also be wired for the relative positions 
of ON and OFF fields/domains (i.e., phase of the stim-
uli), resulting in different phase modulation of intra-
cortical excitation by sinusoidal moving grating of 
variable orientation.

Summarizing all of these issues, we presume that 
there could be more than one mechanism contrib-
uting to the observed ISOI ∆F/F time course oscilla-
tions for cardinal orientations and the lack of such 
for oblique orientations. Firstly, there could be a sim-
ple summation of the transient cell activity that re-
sponds most strongly to the moving visual stimuli of 
cardinal orientations, in both the visual thalamus and 
cortex. Secondly, there could be a synchronization of 
cells that constitute a specialized network reflecting 
a preference for cardinally oriented stimuli – sep-
arately for horizontal and vertical orientation, as 
shown on the retinotopic maps by Polack and Contre-
ras (2012). Thirdly, there may be activation of both of 
these networks during stimulation with oblique-ori-
ented stimuli. While ISOI is an interesting method 
for observing oscillations for slow-moving stimuli, 
a closer follow-up examination of our results would 
require a technique with higher temporal resolution, 
such as VSD and/or multi-electrode ECoG surface re-
cordings.
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SUPPLEMENTARY MATERIALS

Supplementary Fig. 1. PLC recording. A. An example of sinusoidal grating moved along the horizontal orientation of 270° (←). B. During the movement of 
the grating photodiode placed at the center of the screen, the PLC signal was recorded with the main oscillatory component of 0.8571 Hz. C. The visual 
stimuli consisted of black-and-white gratings of sinusoidal luminosity displayed on the whole screen and moving in one direction perpendicular to eight 
different orientations: 0° moved from top to bottom, 45° from top left corner to bottom right corner, 90° from left to right, 135° from bottom left corner 
to top right corner, 180° from bottom to top, 225° from bottom right corner to top left corner, 270° from left to right, 315° from top right corner to bottom 
left corner.

24 Acta Neurobiol Exp 2024, 84: 1–25



Orientation sensitivity in the mouse visual cortexActa Neurobiol Exp 2024, 84

Supplementary Fig. 2. Time courses and frequency distributions of electrooculographic (EOG) and PLC signals. The figure provides a summary of the 
time courses (first column) and frequency distributions (second and third columns) for EOG (red line) and PLC (black line) signals recorded under six 
experimental conditions: BLANK I, 0°/180°, 45°/225°, 90°/270°, 135°/315°, and BLANK II. EOG signal recordings were obtained from a single mouse, while 
PLC signal recordings were taken from a photodiode placed in the center of the screen.
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